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Abstract

Local area communication networks based on packet broadcasting techniques provide

simple architectures and flexible and efficient operation. Unidirectional Broadcast Systems

use a unidirectional transmission medium which, due to their physical ordering on the

medium, users can access according to some efficient distributed conflict free round robin

algorithm. Two systems of this type have been presented in the literature: Express-net

and Fasnet. In this report we briefly describe these t.. "le identify three different service

disciplines achievable by these systems and discuss and compare the performance of each.

These systems overcome some of the performance limitations of existing random access

schemes, making them particularly well suited to the high bandwidth requirements of an

integrated services digital local network.



1. Introduction

Local area communication networks have registered significant advances in recent years.

Currently networks operating in the 1-10Mb/s range and spanning a couple of kilometers

are commercially available. Although they are adequately satisfying current needs for

computer communications, it appears that, in the future, there will be an increasing

demand for communication resources as new system architectures (such as distributed

processing) evolve and as other services such as voice, graphics and video are integrated

onto the same networks.

Multiaccess broadcast bus systems have been popular since, by combining the ad-

vantages of packet switching with broadcast communication, they offer efficient solutions to

the communication needs both in simplicity of topology and flexibility in satisfying growth

and variability. These systems have largely used random access contention schemes such

as Carrier Sense Multiple Access (CSMA). A prominent example is Ethernet [1]. Although

they have proven to perform well in the environments for which they were designed, these

schemes do exhibit performance limitations particularly when the channel bandwidth is

high or the geographical area to be spanned is large. For example, in [2, 6] it has been

shown that the maximum channel throughput for the infinite population slotted CSMA-CD

scheme is given by

+KW/ (rW/B) < 0.5

Smax 1 + 
)B

(2 + K)-rWB (TW/B) > 0.5

where K is a constant (in the neighborhood of 3 to 6) which depends on the particular

version of the protocol, r is the end to end propagation delay of a signal acrois the network

in seconds, W is the bandwidth of the channel in bits per second and B is the number of

bits in a packet.* The ratio rW/B is referred to as the "a factor". In Fig. 1, the channel

This incliudes the prcawble nccdcd for synchronization.
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Fig. 1 Maximum channel capacity versus a for CSMA-CD with infinite population.
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utilization for the slotted non-persistent CSMA-CD protocol with infinite population is

plotted versus a. We see that the channel utilization falls off rapidly for a greater than

about 0.1. Any effort to push the technology to higher data rates with the hope to achieve

a network throughput proportional to the increase in channel bandwidth is unfortunately

rewarded only by a marginal improvement.

In an attempt to overcome these limitations a new approach, also based on packet

broadcasting has emerged. This type of network, which we call the Unidirectional Broad-

cast System (UBS) type, uses a unidirectional transmission medium on which the users

contend according to some distributed conflict free round robin algorithm. We examine two

recent proposals, Express-net [5, 6] and Fasnet [7, 8]. In these systems the access overhead

per packet in a round is independent of both the end to end propagation delay and the

number of users connected to the network. Due to this feature, these systems overcome

some of the performance limitations of the random access schemes as well as earlier round

robin schemes such as The Distributed Computing System [9], the UBS proposed in [10] and

BRAM [121. In this study we present quantitative results showing the performance of these

networks. In section 2 we describe briefly the operation of Express-net and Fasnet with

emphasis on the basic access protocol rather than on detailed functionality. As will become

clear from the descriptions below, one may identify several different conflict free round

robin service disciplines that can be obtained in these systems by simple modifications to

the access protocols. These disciplines differ in certain aspects of the performance and it is

our objective to highlight these differences. In section 3 we describe a mathematical model

for the systems followed by the analysis in section 4. Finally, numerical results for the

performance of these systems ar- discussed in section 5.

2. The Unidirectional Broadcast Systems Express-net and Fasnet.

The transmission medium in the unidirectional broadcast system comprises two chan-
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nels which users access in order to transmit and to read the transmitted data. In Express-

net one channel, designated the outbound channel is used exclusively for transmitting data

and the other, designated the inbound channel, is used exclusively for reading the trans-

mitted data. All signals transmitted on the outbound channel are duplicated on the in-

bound channel thus achieving broadcast communication among the stations. In Fasnet, the

transmissions on the two unidirectional channels propagate in opposite directions. Users

are able to write onto and read from both. Together the two channels provide a connec-

tion between any pair of stations on the network. In both systems the asymmetry created

by the unidirectional signal propagation establishes a natural ordering among the users

required for the round robin access protocols described below.

2.1 Express-net (5, 61

The topology of Express-net is shown in Fig. 2. In addition to writing on the outbound

channel each user has the capability to sense activity on that channel due to users on the

upstream side of its transmit tap. A user who has a message to transmit is said to be

backlogged. Otherwise it is said to be idle. An idle user does not contend for the channel.

A backlogged user operates as follows.

1. Wait for the next end of carrier on the outbound channel. (We denote this event by

EOC(OUT).)

2. Immediately begin transmitting the packet and at the same time sense the outbound

channel for ativity from the upstream side.

3. If activity is detected from upstream then abort the transmission otherwise complete

the transmission. If still backlogged go back to step 1 otherwise wait for the next

packet.

Note that there is a single user which does not have to abort its transmission and

hence it transmits successfully. Moreover a user who has completed the transmission of

4
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a packet in a given round will not encounter the event EOC(OUT) again in that round,

thus guaranteeing that no user will transmit more than once in a given round. Letting td

denote the time that it takes to detect presence or absence of carrier, the gap between two

consecutive packets in the same round is td (the time required to detect EOC(OUT)), and

the possible overlap at the beginning of a packet is td (the time to detect activity due to

upstream users). Thus the overhead associated with each transmission is on the order of

2 td (Fig. 3).

We now describe the mechanism for initiating a new round. Define a train to be a

succession of transmissions in a given round. A train is generated on the outbound channel

and entirely seen on the inbound channel by all users. The end of a train on the inbound

channel (EOT(IN)) is detected whenever the idle time exceeds td. Using a topology for

Express-net as shown in Fig. 2, EOT(IN) will visit each user in the same order as they are

permitted to transmit. Thus to start a new round, EOT(IN) is used as the synchronizing

event, just as EOC(OUT) was used in the above description. Step 1 of the algorithm

should be as follows.

la. Wait for the first of the two events EOC(OUT) or EOT(IN). (Note that only one

such event can occur at a given point in time.)

To avoid losing the synchronizing event EOT(IN) which happens if no packets are

ready when it sweeps the inbound channel, all users (whether idle or backlogged) transmit

a short burst of unmodulated carrier of duration td whenever EOT(IN) is detected. (If the

user is in the backlogged state it does so before attempting to transmit a packet.) This

burst is referred to as a locomotive. If the train were to be empty, then the end of the

locomotive constitutes EOT(IN). It is clear that the time separating two consecutive trains

is the propagation delay between the transmit tap and the receive tap of a user, which is

the same for all users. (For the topology shown in Fig. 2, this gap amounts to a round trip

delay.)
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2.2 Fasnet [7, 8]

The topology . Fasnet comprises two undirectional channels (A and B) where the

signals propagate in opposite directions (see Fig. 4). All users can read from and write

to both channels. A user wishing to send a packet will transmit on one of the channels

such that the recipient is downstream from the sender. As the two channels are identical

we consider events on channel A. The most upstream user (or head user) and the most

downstream user (or end user) on each channel perform special functions. For channel A

the head user is user I and the end user is user M. The head user transmits a clcck signal

which keeps the system bit synchronous.* From this clocking information users listening

to the channel are able to identify fixed length slots travelling downstream. Each slot

begins with an access control field (AC) which determines how and when each station may

access the channel. The structure of the AC field, as shown in Fig. 5, consists of three

bits. Th2 start bit (SB), when set, indicates the start of a new round or cycle (SOC). The

busy bit (BB), when set, indicates that a packet has been written into the slot. After each

of these bits is a dead time which allows the user to read and process them as the slot is

travelling by. The third bii,, called the end bit (EB), is located in the dead time between

the start and busy bits. This bit is used by the end user to instruct the head user via

channel B to initiate a new cycle on channel A. We describe two different access protocols

for Fasnet. The first which we call gated Fasnet is used in the most recent version of the

system [7]. The second which we call non-gated Fasnet is used in an earlier version [8].

In gated Fasnet a user with no packets to transmit on channel A is said to be IDLE.

Upon arrival of a packet to be transmitted on channel A (i.e, destined for a user to the

right of this one) the user goes to the WAIT state. The user reads SB of every slot. When

SB=1 the user goes to the DEFER state. In this state it simultaneously reads and sets

*This is to be contrasted with Express-net as described above, which is assumed to operate in xasynchronous

mo(Ie. In this mode, a pr'arrmble is needed for each packet for synchronization purposes at the receiver. In
amnet a synchronization pattern is also needed but rather infrequently.
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BB of each s!ot (setting an already set bit is assumed to have no effect). When an empty

slot is detected the user writes its packet into it. It then goes to the IDLE state or WAIT

state depending on whether it hac more packets to transmit or not.

In the non-gated Fasnet an IDLE user is said to be either ACTIVE if it, has not yet

transmitted in the current round or DORMANT if it has. A DORMANT user does not

attempt to access the channel. Upon arrival of a packet to an ACTIVE IDLE uscr, this

user moves immediately to the DEFER state. It does not wait for the beginning of the next

round as in the gated version. Having traiismitted its packet the user becomes DORMANT

and does not attempt another transmission in this round. A DORMANT user becomes

ACTIVE at the beginning of the next round, i.e., when SB=I is detected.

In both versions of Fasnet SB is set by the head user in cooperation with the end user.

The end user examines all slots on channel A, decoding the status of SB and BB. Upon

detecting SB=1, the end user looks for the first slot in which BB=0 (indicating that all

users are IDLE oi DORMANT), at which time it sets EB=1 in the next slot or channel B.

The head user, detecting EB=1, then sets SB=1 in the next slot on channel A. Thus in the

worst case the overhead in initiating a new round will be twice the end-to-end propagation

delay plus twice the slot size. The additional two slots are incurred as the end user, having

detected BB=0 on channel A, waits for the AC field of the next slot on channel B to set

EB=1 and the head user, having detected EB=1 on channel B, waits for the next slot on

channel A in order to set SB=I. It is also possible to allow the end user to set EB=1

everytime it encounters BB=O. This will result in higher throughputs since SOCs will

occur at a higher frequency. However this leads to an irregular pattern of cycle lengths

and unfairness among users, giving preference to upstream users. In this paper the former

scheme is adopted and analyzed and it is the scheme corresponding to Fasnet.

2.3 The Various Service Disciplines

Clearly from the above descriptions, Express-net achieves a "conventional" round robin
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discipline where users are serviced in a predescribed order determined by their physical

location on the network. If a user has no message when its turn comes up, it declines to

transmit and then must wait for the next round before getting another turn. We refer to

this type of discipline as the Non-Gated Sequential Service discipline (NGSS). The gated

Fasnet system also achieves sequential service in the same physically predescribed order.

In this system however, only those users who are ready at the beginning of a given round

are serviced in that round. We refer to this discipline as the Gated Sequential Service

discipline (GSS). In non-gated Fasnet users are also ordered according to their position on

the bus; however, following a transmission, the next user to transmit is always the most

upstream user who has a packet and has not yet transmitted in the current round. This

discipline is referred to as the Most Upstream First Service discipline (MUFS).

Note that Express-net can be made to operate in GSS mode merely by having each

user, upon generating a packet, wait for the event EOT(IN) before attempting to transmit

that packet. Similarly, one could operate Fasnet in NGSS mode by allowing each user,

upon generating a packet in a given round, to transmit that packe, in the next empty

slot as long as this user has not yet seen an empty slot go by in the current round and

has not yet transmitted in the current round. Otherwise it waits for the SOC. The SOC

in Fasnet and the EOT(IN) in Express-net are analogous events. In MUFS, on the other

hand, the transmission of each packet is synchronized to an event which sweeps the entire

population of users from the most upstream to the most downstream. Thus only Fasnet

can support this discipline.

In this paper we consider only fixed length packets. In Express-net however the access

protocol allows for packets of any length. In the most recent description of Fasnet [7],

slots are required to be of a fixed length in order to simplify the hardware implementation.

Nevertheless, in gated Fasnet, variable length packets can be accommodated simply by

allowing a user to access a number of consecutive slots. This is feasible because downstream
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users may only transmit after the current user, and will have full knowledge of the slot

usage. In non-gated Fasnet only fixed length packets equal to the size of a slot can

be achieved since the order of transmissions does not correspond to the physical order;

therefore the user does not know how many consecutive empty slots (if any) follow the one

in which it begins to transmit.

3. The Model

We consider now a model which is used to analyze the performance of the three service

disciplines. Consider a system of M users. Each user has a single packet buffer and is

either idle or backlogged. An idle user will generate a packet in a random time which is

exponentially distributed with mean 1/X. A backlogged user does not generate any packets

and becomes idle upon successful transmission of its buffer. This model corresponds to the

case of interactive users, widely used in the past to analyze slotted ALOHA, CSMA and

other access schemes. The end-to-end propagation delay of the signal travelling across the

network is denoted by 7. This corresponds to the propagation delay between the extreme

users on one of the channels (e.g., the outbound channel on Express-net or channel A on

Fasnet). The time required to transmit a packet is T = B/W where B is the number of

bits in a packet (assumed fixed) excluding the preamble if any in Express-net and the AC

field in Fasnet, and where W is the bandwidth of the channel. The overhead before each

transmission to determine which user gets access to the channel is denoted by to. In Fasnet

t0 is given by the length of the AC field. In Express-net t, is given by 2 td. The time required

to transmit the preamble is denoted by tP. In Fasnet, since the system is synchronous,

tp = 0. In Express-net, tp is non-zero if the system is operated asynchronously. Thus to

transmit a packet of iength T requires a transmission period of X = T + t. + tP. The

time that the channel becomes idle between rounds is called the inter-round overhead and

11



is denoted by Y. In Express-net Y = 2r.* In Fasnet Y must be an integral number of

slots and is taken to be Y = [2r/XX + X.

In the next section we present the analysis of this model for each of the service dis-

ciplines. The performance measures derived from these analyses are the channel through-

put, the expected delay incurred by a packet and the variance of this delay.

4. Analysis

An analysis of a loop system where users are serviced in a predescribed sequence and

which fits the NGSS discipline of Express-net is given by Kaye [13] based on the work in

[14]. A summary of this analysis is presented below. For the GSS discipline we present

some additional definitions and both a mean value analysis and a distribution of delay

analysis. Thereafter we present the analysis of the MUFS discipline which consists of a

generalization of the analysis of GSS. This analysis for MUFS is exact for the case Y < X

but becomes inexact, and in fact leads to pessimistic results, for the case Y > X. In the

discussion of numerical results in the following section, simulation is also used for MUFS

when Y > X.

4.1 Analysis of the Non-Gated Sequential Service Discipline [13]

The probability that there are n packet transmissions in a train, denoted by pn, is

given by [14] n-•
Pn =PO(n)]a [e,(jx+Y) -1 0 < n < M (2)

*ir the topology of Express-net is such that the two extrcnc users arc collocated then the inter-round gap

Y is equal to r. See [6]
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where Po is determined by Eito p, = 1. The probabilities p, satisfy the following

recursive formula

P M -n +1 [X[(n-I)X+Y]- (3)

Pn-= n

Based on this distribution, Kaye derived the distribution of waiting time ii, defined as the

period between the moment when a packet is generated by a station and the moment when

its transmission commences [131. The expected waiting time and second moment of iv are

then derived to be given by

E [ii4 = 1 M [(n - 1)X + y]ex(n-1)X+Y] 1F= eX(nI)X+Yl - 1 (

[C2I 1 [(n - 1)X + Y]e)i("-i)X+Yl [(n - 1)X + Y - 2/X] n + - (5)

where

M
-E nP. (6)

n=O

The mean and variance of packet delay are obtained by adding X to E[M] and X 2 to

E[iV21 - (E[ib]) 2 respectively.

From the distribution {pn}, one can also easily derive the average network throughput

S for a given value of X. It is simply given by

S - + (7)

Note that as X-+oo, ;i-+M and the throughput reaches a maximum given by MT/(MX +

Y).

4.2 Analysis of the Gated Sequential Service Discipline

Let n(t) denote the number of backlogged users at time t and let ter ) denote the start of

the rth round. Since only those users who are backlogged at tr) can transmit in round r,
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the number of transmissions in the rth round is given by n(tdr)). The number of backlogged

users at the start of round r + 1 depends on the length of round r and the arrival of packets

during this round. Hence, the number of backlogged users at t l denoted by n(ter+l)),

depends only on n(tr)) and the events that occur during the rth round. Thus {n(tA0),r E

(-00, oo)} constitutes an embedded Markov process. So we can use the properties of

Markov processes to derive the analytic solution for the performance of the system.

4.2.1 Mean Value Analysis

For the mean value analysis the state of the system at an embedded point is described

sufficiently by the number of users who are backlogged at this instant. Consider two

consecutive embedded points t!r) and ter ) . The time interval [tert!e+ ' ) ] is called a cycle.

Each cycle is considered to be divided into two sub-cycles. The first is that part of the cycle

where packets are being transmitted (i.e. the round). The second is that period which

is the inter-round overhead. Let P be the transition matrix for the embedded Markov

process n(ter)). The elements of P are denoted by Pik and are defined as

Pik - Pr{n(t( +')) = k I n(t r)) = i} (8)

where n(t&+ )), the state of the system at ter +1), is merely the number of users who generate

new packets during round r. Since those users who transmit during the round can only

generate a new packet after they have transmitted the one backlogged from the previous

round, the probability of generating a new packet is iot the same for all users. Therefore,

in computing the transition probabilities Pik, we must account for all possible ways that k

out of M users can become ready. To do this we use a recursive approach by considering

the instants of time that correspond to the end of a transmission period.

Define the function G(n, m, s) as the probability that, in a round of length n, m users

have generated new packets by the end of the sth transmission period of that round. We

14



compute G(n, m, s) in terms of G(n, m', s - 1) and this we do by computing the probability

that m - m ' new packets are generated in the Sth transmission period out of a possible

M - (n - s + 1) - m'. (Since n - s + 1 users are still waiting to transmit in this round, they

cannot generate new packets.) Summing over all values of m' gives G(n, m, s) as follows.

G(n, m, s) M - (n - s + 1) - ' PX)M-(n-+)-mTr= M - MI )P(x) -, 1 - ()

*G(n, m',s - 1) s 3 0

(9)

where p(t) is the probability of a single user generating a packet during an interval t. Since

inter-arrival times are exponentially distributed with rate X, this is given by

p(t)==1-e - . (10)

At the beginning of the round (s = 0) there must be with probability 1 no new packets

generated and so

G(n, m, 0) =.- 3 (11)m=O

Starting with these initial conditions, the recursion in (9) ends at G(n, m, n), the probability

that m users have generated new packets by the end of the first sub-cycle.

Using (9) and considering additional arrivals during the inter-round overhead period

allows us to compute the elements of the transition matrix P.

Pik = Z G(i, j, i)k jp(Y)"[1 - p(Y)]Mk (12)
j=0

Given P we can calculate the stationary distribution of the backlog at the embedded

points and the average throughput and the average delay using results from the theory of

regenerative processes. The stationary distribution is denoted by H = (= .t.. .7rM).
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Average Throughput: Since n(tt!}) is a regenerative process the channel through-

put can be computed as the ratio of the expected time that the channel is busy in a cycle

to the expected length of a cycle [4, 15]. Hence the expected throughput, denoted by S, is

simply

S= M7rTi (13)
=+ 'i(iX + Y)

Average Packet Delay: Consider each user to be a single buffer queueing system

with loss and exponential inter-arrival times. The expected delay of a packet in such a

system can be computed as the difference between the expected inter-departure time and

the expected inter-arrival time. Let si denote the expected throughput of packets from

user i. The expected inter-departure time from user i is simply 11/s. Hence the expected

delay of a packet from user i is given by

1 1
di - - - (14)

8i

Averaging over all the users gives the expected delay of a packet D as

Ms8i
D = -- di

(15)

M I
s >1

where we have used the fact that S = s1.

Using Little's result, the average packet delay can also be computed as the ratio of the

average backlog of packets to the average channel throughput. This approach, although

significantly more involved than the one above, is nevertheless presented below. We first

show how to compute the average backlog B.
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Let b,(i) be the expected sum of the backlog over a cycle given that n(ter ) = i. This

can be expressed qualitatively as

M

b,(i) = E E[time in a cycle that user j has a packet in its buffer In(tj) - i]
j=1

Then B is computed by removing the condition on n(t ) and dividing by the expected

length of a cycle.

In order to compute the contribution to the backlog of a new arrival in an interval,

say of length t seconds, we need to compute the expected time of that arrival. Denote

the time of this arrival by ta. Then, assuming that the arrival remains in the backlog for

the remainder of the interval following its arrival time, the contribution to the sum of the

backlog of that arrival is E[t - t,]. We define the function u(t) as the value of E[t - t]

corresponding to a given generation rate X. That is

u(t) = t - E[t, I N(t) 34 01 (16)

where N(t) is the number of arrivals in [0, t] from a Poisson source with rate X and t. is the

time of the first arrival. From the properties of the Poisson process it is straight forward

to show that

E[t. I N(t) 0] ext7)

and so u(t) becomes

t 1
u(t) = 1-et - (18)

The packets that contribute to the sum of the backlog can be separated into three

groups. The first group are those that are transmitted in the current round. The packet

that is transmitted in the jth transmission period of the round contributes an amount jX

to the sum of the backlog. Given that there are i backlogged packets at the beginning of
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the cycle the total contribution to the sum of the backlog of packets of type one is simply

Packets of the second group are those that are generated by a user who has completed a

transmission in the current round. Consider the user who has transmitted in transmission

period j. This user will generate a new packet in the interval [47) + X74 1)] with

probability p(iX + Y -- jX). Hence the contribution to the expected sum of the backlog

of this packet is p(iX + Y - jX)u(iX + Y - iX).

Packets of the third group are those that arrive to a user who was idle at the beginning

of the round. Such a user can generate a packet at any time in the cycle. The expected

amount that such a packet will contribute to the sum of the backlog in a round with

n(t r)) = i is p(iX + Y)u(iX + Y).

Summing all the contributions from these three groups gives the expected sum of the

backlog over a cycle with n(ter)) - .

i-1

bC )= i +1)i/2 +[ p(kX + Y)u(kX + + (M -i)p(iX Y)u(iX +Y) (19)

From (19) one can compute the expected backlog B. Dividing this by the expression

for the expected throughput given in (13) yields the expected packet delay D.

D - 0'O -rib,(i) (20)
Ei 0 7riiT

4.2.2 Distribution of Delay Analysis

We now derive the distribution of packet delay in order to compute the higher order

moments of delay. In the distribution of delay analysis we select a single user and consider
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packets only from this user. We refer to this user as the tagged user. This approach will

not only yield an expression for the distribution of delay but, by tagging different users on

the network, will enable us to compare the performance achieved by the different users.

From this we can see how a users physical location on the network can affect the quality

of the service it gets from the network.

Let N, 1 < N < M denote the tagged user. As in the mean value analysis we

consider the beginning of a cycle to constitute an embedded point defining an embedded

Markov chain. However, in order to completely describe the state of the system at the

embedded point, the state descriptor must contain information about the state of the

tagged user, the number of active users upstream from the tagged user and the number of

active users downstream from the tagged user. Thus we describe the state of the system at

the beginning of the current round by a vector with three elements (6(t)), nu(t~e), fd(tW))

where n,(t) and fld(t) are the number of active users upstream and downstream from the

tagged user at time t respectively and 6(t) indicates the state of the tagged user at time t.

6(t) can take on the values 0 and 1 denoting the tagged user to be idle or busy respectively.

n,(t) and nd(t) are in the range [0, N - 1] and [0, M - NJ respectively. To simplify the

notation for the state descriptor we define S(t) = (6(t),nu,(t),nd(t)).

We first compute the transition matrix P for the embedded Markov process S(ter)). We

partition the users into three groups. The first consists of those users on the upstream side

of the tagged user; the second consists of those users on the downstream side of the tagged

user; the third consists of the tagged user. We compute the state transition probabilities

by considerirg new arrivals to the system from each group separately. We now present a

generalized form of the recursive function that was used in the mean value .analysis. We

use this generalized version to compute the state transition probabilities for the upstream

and downstream groups of users.

Consider a sequence of x consecutive transmissions by users from a single group. Define
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the function Gz(x, m, s I y) to be the probability that, in a transmission seqience of length

x, m users have generated new packets by the end of the sth transmission period in this

sequence given that y users had already generated new packets at the beginning of the

sequence. The subscript Z denotes the size of the population of users of this group. We

can write this function as

Gz(xm, s y) A Pr{ng(tb + sX) = X - s + m I ng(tb) == X + y}

where n,(t) denotes the number of users from group g who are in the backlogged state and

tb is the time corresponding to the beginning of the first transmission in the sequence.

For s > 0 we can compute GZ recursively by considering the number of new arrivals

during the sth transmission period.
Gzx,m, sly)= _, ( - s l- m'(Xm r

1x , (-S+ ' P(x)M-M' 1 -P(X)JZ-(z-3+1)-m

oGz(,m',s- 1 y) s 0, s <

(21)

At the beginning of the sequence there must be exactly x + y users backlogged and so the

boundary conditions on (21) are given by

Gz(xm, oly)= (22)

Since, in a given round, new arrivals to the system do not affect the order of trans-

missions in this round and since each user's arrival process is independent, the transition

probabilities over one cycle can be computcd as the product of the transition probabilities

of each group of users over the cycle. Using equation (21) and conditioning on the size

of the backlog of the upstream and downstream users at the beginning and end of their

respective transmission sequences allows us to compute the elements of the transmission

matrix P. For 6(tfr)) = 0 we get
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P(o,i,i)(Pl,k,l)

[p((i + j)X + Y)],'[1 - p((i + j)X + r)]'-#

[_k GNI(i,h,i ( 1 - h [P(-X + y)lk-h[1 - p(X + Y) N - 1- k

h=0

( - N - [P(iX)]Y[1 - p(iX)IM-N-i-yGMN(j,h,j Iy)
h-=O Y=--O Y

(M --h p h)(y)]-h[l - p(Y)]M-N-]

(23)

For _(t} -0) 1 we get

P(I,i,j)(fl,k,I)

[p(j X + Y)] [1 - p(jX + y)]

GNN (i, h,iO) - h)[P((j + 1)X + y)]k-[x -p((j + x)X + Y)]N-k]

-N 7* h, , 1 0 k-h (j+1X+y]lk

1-N - j)[p((i + 1)X)][1 -p((i + 1)X)]M-N IGMN(i,h, I
h=O y O V

(M -N - h) [(y)1 1 h[1 - p(y)lM"N-11

(24)

From P we can compute the stationary distribution at the embedded points I = (7r0.. rM).

Consider now an arbitrary arrival to the system in cycle r from the tagged user. The

delay incurred by this packet consists of two components; the delay incurred from the

instant of arrival until the end of cycle r and the delay incurred from the beginning of

round r + 1 until the end of the transmission of this packet. The distribution of delay is

given by the convolution of these two components of delay.

Since the arrival process is memoryless we recognize that the distribution of delay of

the first component of delay is given by the distribution of delay of a packet over an interval
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[0, t] given that the arrival occurs in this interval and that the packet remains backlogged

for the remainder of the interval. Let ta, 0 < t. t, denote the arrival time of the packet.

Then the delay incurred by the packet over the interval [0, t], denoted by D, is D = t - ta.

Since inter-arrival times are exponentially distributed with mean 1/X we can write

1 e-xa

1
Prft. < a I ta, < ti- 1= e- [1 - e-a or

1 [eX _ t

Pr{t. > a Ita < t} 1 e -Xt - e

The cumulative distribution function of delay is given by

-et

Pr{D < d It, _ t} = Pr{ta > t - d I ta t = 1 - [eXt  -

Differentiating with respect to d gives the probability density function

pdfD(d) = XeXd e - Xt
1 - e -xt

From this distribution function we can compute the Laplace transform of the distribution

of delay of a packet over the interval [0, t] given that the packet arrives in this interval.

This distribution function denoted by 6*(t, q) is

) e- - e-Xt (25)(t,s)=X-s 1 -e-xt

Given that this arbitrary arrival is in a round with S(t!e)) = (a,%', j) and n,(t(r+1)) = k

then the Laplace transform of the distribution of delay of the first component of packet

delay is given by e*(jX + Y, s) if a = 1 or e*((i + j)X + Y, s) if a = 0. The second

component of delay is simply (k + 1)X. The Laplace transform of the distribution of the

total delay incurred by a packet arriving in such a round, denoted by d(,,)(t,k,.)(s), is

given by the product of the transforms of the two distributions.

dl-*((i + j)X + Y, )e- (k+1)X

d(o'J)(i'k"*)l - 1{ [C'(jX + Y, s)e -(k+1)X a --- 1 (26)
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The probability that this arbitrary packet arrives in a cycle with S(t(r)) - (a, i, J) and

n,,(ter ) = k is given by

q(,i,j)(I~k,*) A Pr{S(t(r)) = (a, i, j), nu(tr+l)) = k I(4r+1 )) - 1} (27)

where by conditioning on 6(ter+1)) - 1 we have conditioned on the event of an arrival from

the tagged user in cycle r. Let Pr{b(ter I)) 1} = 1/K then

P r{S(t r)) = (a, i, j), nu(t + ) k, 6 (tr+i) - 1}

Pr{b(tr+1)) - 1}

= K Pr{S(t(r)) = (a, i, j), nu(tr+l)) k, 6(t(' + ' )) - 1}
M-N (28)

= E Z Pr{S(tr))=(ai, j), S(t+l))-(1, k, I)}

M-Nv
= K E 17r(-,i,j)P(-,i,j)(,k,)

1=0

and the constant K can be determined from

I N-I M-N N-i

E E E L = 1 (29)
a=0 i=O j=O k=0

Using (28) to remove the conditions on a, i, j and k in (26) we can express the Laplace

transform of the distribution of delay of a packet from the tagged user as

I N-i M-N N-ID (s) = E E E E qaii(k*dj(k*()(30)

a-=0 i=O j=0 k=0

By successive differentiation of (30) and letting s = 0 one can compute the moments of

delay to any order.

4.3 Analysis of the Most Upstream First Service Discipline

4.3.1 Mean Value Analysis

The approach for this analysis is similar to that of the analysis for GSS. Again we

consider two consecutive ernbedded points IT) and e + ) and define the state of the system
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at the embedded points by the number of backlogged users at that instant. Let P be the

transition matrix for the embedded Markov process n(ter)). For the MUFS discip!;ne, the

number of trinsmissions in cycle r may be greater than n(t(,)). In order to compute the

elements of P we condition on the number of transmissions in the first sub-cycle.

M

Pik - Z Pr{n(t('+1)) = k I L = l,n(t(r)) = i} Pr{L = I n(t~r)) -- i} (31)
L~i

where L is a random variable denoting the number of transmissions in the round. Note

that by conditioning on L we have removed the dependency of n(tr+I)) on n(ter)), that is

Pr{n(t!r+l)) = k I L = , n(tr)) = i} = Pr{n(t r + l )' - k IL = l}.

Let Oi(l) A4 Pr{L = t1 n(t "}) = i} and 0t(k) A Pr{n(ter +i)) - k IL = 1}. Instead

of enumerating all possible events over the cycle, we use recursive functions in order to

compute Oi(i) and 01(k). Consider a round of L transmissions and the transmission period

which is s transmission periods from the end of the round. Define the function F(m, s)

as the probability of m given users each generating a packet in the next s transmissions.

F(m, s) can be computed recursively in terms of F(m - j, s - 1) and the probability that

there are j arrivals during transmission period s. This gives

F(m, s) = E ( p(X)j[l - p(X)Jr-jF(m -, s- 1) (32)
j= I

where p(X), the probability that an idle user generates a packet within a transmission

period, has been defined in equation (10). In the case s > 0, the number of backlogged users

must be at least one to ensure that a packet transmission occurs in the next transmission

period and, since there are exactly s transmissions left in the sub-cycle, there can therefore

be no more than s - 1 new packets generated in transmission period s. Thus F(m, 3) = 0

for m _> , s 0. At the end of the sub-cycle, i.e., s = 0, no more packets will be

generated in this sub-cycle with probability one. Hence F(0, 0) = 1. Starting with these
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boundary conditions, Oi(l) can be computed as (M-)F(I - i, 1) times the probability that

M - I users do nothing in the sub-cycle. Note that in the case where all users are idle

at the beginning of the round (n(ter)- 0) then the channel remains idle until the slot

immediately after some user generates a packet. Since there can be multiple arrivals during

the last idle slot, the case n(t }) = 0 can be computed as a convex combination of all the

cases n(ter )) > 0. Thus Oi(l) can be expressed as

Oi(1) M (M)p(X)i[1 - (33)

1- [1 -p(x)]M -

Having conditioned on the length of the round, we can compute 0t(k) using a similar

(and simpler) recursive function to the one used in the GSS analysis. Consider the sth

transmission period in a given round as counted from the beginning of the round. Define

the function G(m, s) as the probability that, out of the s users who transmitted in the

previous s transmission periods, m of them have generated new packets. For MUFS oIly

those users who have transmitted in the previous s - 1 transmission periods could have

generated packets to transmit in the next round; we do not need to consider any arrivals

from a user who has not yet transmitted in the current round. G(m, s) can be computed

recursively in terms of G(J, s - 1) and the probability of m - j new arrivals in the sth

transmission period. We express G(m, s) as

G(m, 5) = EZ(8'1j)[p(X)m3j[l - p(X)]8l-G(i, s - 1) (34)

where the boundary conditions are G(m, s) = 0 for m _> s since a user can have at most

one packet in its buffer waiting to be transmitted and the last user to transmit could not

have generated a new one, and G(0, 1) = I since the number of new packets generated
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after the first transmission in the round is zero with probability one. 01(k) is given by

¢L(k) = 1 G(j, )( [P(y)k-[ _ p(y)M- (35)
j=0

where the term p(Y)k-j[l -p(Y)]M-k accounts for the probability that k-j users generate

packets during the second sub-cycle. Note that this assumes that any packets generated

during the second sub-cycle remain backlogged until the next cycle. Although this assump-

tion is exact when Y < X, it becomes inexact when Y > X since, in the latter case, it

may be possible for a non-dormant user to both generate and transmit a packet during

the second sub-cycle. This analysis leads to pessimistic results when Y > X.

The elements of P are now computed as

M

Pik E O D 1 )q0j(k).
L=max(1,i)

Given P we can calculate the stationary distribution of the backlog at the embedded points

and the average throughput and average delay using results from the theory of regenerative

processes as in the mean value analysis of the GSS discipline.

Average Throughput: The average channel throughput S is computed as the ratio

of the expected time in a cycle that the channel is carrying packets to the expected length

of a cycle. The expected number of transmissions in a cycle is given by

M M
L = E Oi(1)1. (36)

i=O L=max(l,i)

Hence the throughput is given by

S = LT(37)7rOX/(1 - e-MWX) + LX + Y

where the term X/(1 - e- MXX) is the expected length of the idle time in a cycle where
,( )) = o

2 0.
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Average Packet Delay: As in the analysis of GSS, the average delay of a packet is

given by

D = M 1(38)

where S is given by equation (37) above. Alternatively, the average delay can be computed

from the average backlog and the average throughput by using Little's result.

The packets that contribute to the sum of the backlog can be separated into three

groups. The first group is those packets that are transmitted during the current round.

Packets of this group are those that are backlogged at te and all the ones that subsequently

arrive to idle users that have not yet transmitted in this round. The expected sum of the

backlog due to packets in this group depends on what time during the cycle these new

arrivals take place. It is extremely tedious, if not impossible to enumerate every possible

combination of events. Instead we again resort to a recursive approach in order to compute

the expected sum of the backlog due to these packets.

Define the function H(m, s) as the expected sum of the backlog over the remaining 8

transmission periods of the first sub-cycle given that there are m non-dormant users cur-

rently backlogged. Note that s represents the maximum number of remaining transmission

periods. If there are no more backlogged users (m = 0), then the sub-cycle comes to an

end. Thus we require that

H(0, s) = 0 (39)

For the case m > 0 however, the sub-cycle does not end with the current transmission

period and H(m, s) is computed as the backlog over this transmission period and the

remaining s - 1 transmission periods. So

8-1

H(m, s) = mX + E_ pms(n)[(n - m + 1)u(X) + H(n, s- 1)] (40)

where .ms(n) is the probability that n - m + 1 new arrivals occurred out of a possible
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s - m and is given by

jMa.(n) = -(s )[P(X)I n-m+ 1[1 - PX 8n1(41)

The expected sum of the backlog, conditioned on n(t(e)) - i, due to packets of the first

group is simply given by H(i, M).

Packets from the second group are those that are generated by a dormant user and

hence only transmitted in the round following the current one. The contribution to b'(i)

of any dormant user is the expected length of time from the instant that the new packet is

generated to the end of the cycle multiplied by the probability that a packet is generated

by this user. Consider the jth user to transmit in a round of length L. This user will

generate a new packet in the interval [tr) + jX, ter+'] with probability p((L - j)X + Y).

Hence the contribution to the expected sum of the backlog of this packet, conditioned on

the length of a round, is p((L - j)X + Y)u[(L - j)X + Y). Summing contributions from

all such packets and removing the condition on the length of the round gives the expected

sum of the backlog due to packets from the second group.

Packets of the third group are those that arrive to an active user and are transmitted in

round following the current one. This group includes only packets generated in the inter-

round overhead period. Given that the round is of length L, there are M - L users who

can contribute a packet to this group. The contribution of each of these to the expected

sum of the backlog is p(Y)u(Y). Summing these contributions and removing the condition

on the length of the round gives the expected sum of the backlog due to packets from the

third group.

For a cycle with n(t~r )) = 0, the round starts at the beginning of the first slot after

the first arrival. In this case b.(O) can be expressed in terms of b,(i), i > 0, by adding the

additional contribution to the backlog of those arrivals in the last idle slot. Hence b.(i) is
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given by

M 1-1 M
H(i, M) + E O(1) E p(jX + Y)u(jX + Y) + E Oj(1)(M - I)p(Y)u(Y)

L=i i=o 1=1
b(i) < i < M (42)

M (!l)p(x)il[l - (42)]I 1 --- p(X)]M  [ju(X) + bs(j)] i = 0

j=l '-PXj

From equation (42) we can calculate the expected backlog as

M
-7rib8(i)

B i=o (43)
7roX/(1 - e- MXX) + -LX + Y

From B and the expression for the throughput given in (37), the average packet delay D

is expressed as

M

Ej 7rib.(i)
D = '=o (44)

L T

4.3.2 Distribution of Delay Analysis

In the GSS analysis we considered a single user to be tagged and then considered

packets from this user. To compute the transition probabilities of the embedded Markov

process, we divided the users into three groups and calculated the transition probabilities

of each group independently. This was possible since the transmissions of the users in

each group are contiguous due to the predetermined order in which the users are allowed

to transmit in GSS. For MUFS, the order of transmissions varies according to the arrival

patern of packets to the users. Therefore we are unable to use this approach to compute

the distribution of delay in the general case without resorting to an extremely cumbersome

state descriptor. However, if we consider that the tagged user is either the most upstream
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user (user 1) or the most downstream user (user M), the size of one of the three groups is

always zero and the -analysis becomes more easily manageable. In this section we present

the analysis for the case where one of the end users is the tagged one.

The Markov process that we are now required to analysis is sufficiently described by

the number of users in each group at the embedded points. We define the state descriptor

as S(tr)) A (6(ter)),n(t! ")) where 6(t7 )) denotes the state of the tagged user and n(te ))

is the number of backlogged users excluding the tagged one. In order to compute the

transition matrix P, we condition on both the number of transmissions in a round and the

transmission period in which the tagged user transmits. The elements of P are given by

M I

P(a,i)(yk) = E E Pr{S(t(t+')) -(y, k) L = I, TPt = y, S(t(t))---(a,i)}
l=0+i Y=O

.Pr{L = 1, TPt = y -(t (,i)}

(45)

where L is a random variable denoting the number of transmissions in the current round

and TPt is a random variable denoting the transmission period, counted from the beginning

of the round, in which the tagged user transmits a packet. We adopt the convention

TPt = 0 to indicate that the tagged user does not transmit in the current round. Note

that conditioning on L and TPt removes the dependency of S(ter+ ') on S(te}). Thus

Pr{S(tr+l)) = (,k) I L = 1, TPt = y, S(t~r)) = (a, i)}

Pr{S(t!r+ 1)) - (-y, k) I L = 1, TPt = y}

(46)

Let 0(,,i)(1, y) A Pr{L- 1, TP -Y S(t)) -- -(a, i)} and ( k) A Pr{S(t(r+1)) -

(, k) I L = 1, TPt = y}. 0 and 4 are now computed using recursive functions in a similar

way to that used in the mean value analysis of MUFS. In order to compute 0 we must

distinguish which user is tagged.

Most upstream user tagged: Consider a round of length L. For the transmission
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period that is s transmission periods away from the end of the round where 0 < s < L,

define the function f(x, m, s) as the joint probability of the tagged user transmiting in

the xth transmission period from the end of the round (i.e. arriving in transmission period

x + 1) and m given users excluding the tagged user each generating a packet in the next s

transmissions. Since x is counted from the end of the round and TP is counted from the

beginning of the round we have the relationship

TPt = L- x +1. (47)

For the case s = 0 we must have

f(x, 0, 0) 1 and (48)
f(x,m,O)=O for m > 0

since, when the sub-cycle has ended, there must be with probability one no backlogged

users. For the case s z/ 0 we already have at least one backlogged user (otherwise the

sub-cycle would end which implies that s = 0) and thus cannot allow more than s - 1 of

the remaining users to generate new packets. This requires that

form>s, s<x, s$0
f(x, m, s) = 0 (49)

orm> s-1) 3 > X

The distinction between the case s _< x and s > x is made because the number of given

users m does not include the tagged one. For the case where m < s, s < x, s =A 0 or

m < s - 1, s > x, f(x, m, s) can be computed recursively in terms of f(x, m', s - 1) by

considering the number of new packets that are generated in the next transmission period.

Ignoring the tagged user we can have up to m new arrivals.

r , (7"hP(X)i[1 - p(x)]rnif (X, in - j, - 1) M< 5'S~ < x) S $ 0

f~xin, ) -J= or mn < s-i 8>

.0  otherwise

(50)
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0 (a,i)(1 , y) is computed as the product of f(I - y + 1, 1 - i - a, 1), the number of ways

of choosing 1 - i - 1 users out of a possible M - i - 1 (since i users and the tagged user

are already given) and the probability that the remaining M- 1 users do not generate any

packets for the duration of the sub-cycle. In addition there are special cases that must be

accounted for. In the case a = 1 and y #4 1, O(1,i)( 1 , y) = 0 since, if user 1 is backlogged

at ter , it will transmit in the first transmission period of the round with probability one.

Similarly 0(oi)(1, 1) = 0, i =A 0 since user 1 cannot transmit in the first transmission period

if it is idle and other users are active at the beginning of the round. In the case where all

users are idle at the beginning of the round (S(A")) = (0, 0)) then the channel remains idle

until some user generates a packet. Transmissions then begin at the beginning of the next

slot. In this case we can consider the round to be one with S(t4r) - (a, i) with probability
(M,-I)p(X)i+I[i[-p(x)]M-i-i if a = 1 or (Mi-)p(X)i[i-p(X)]M-i if a = 0. That is, the case

1-[I-p(X) M  1-1I-p(X)]M

a = i = 0 is a convex combination of all the cases a + i y# 0. Thus 0(a,i)(1, y) is given by

0 y =1, C =0, i ,0
or y 4 1, a = 1, Vi

[1 - p(X)]ML (M i )(l + - -i,) Y = 0, a =0,i #0

[1 - p(IX)]M-t( M ii1)f(-y+, - i - 1, 1) y = 1, a = 1, Vi

O(Q 'i) (1' Y) I' 1- p(lx)] M-1(M i 21) [1 - p (( y - 2 )X ) ]p (X )  y , =,i
kI--1 -Y > 1, a =0, i # =0

. f(l -9 + 1,1 - i- 1,1)

i.t1(M- )p(X)m I [1 - p(X)]M m O(1,rn(i, y)

=1-[1- P(X)M Vy, a 0, i-0

M- - p(X)l
rn- i- -[1 -p(X)]M (Om)(ii'Y)

a+i <I< M

(51)
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Most downstream user tagged: Consider a sub-cycle of length L = I where user

M transmits in transmission period TPt = y > 0. That part of the sub-cycle up to

and including transmission period y is of length L1 = y and that part which is after

transmission period y is of length L2 = I - y. With these definitions 0 (a,i)(/, y) can be

expressed as

O(,i)(1, y) = Pr{LI = y, L 2 = 1 - y S(t()) (a,i)}52)

= Pr{L1 = y I S(t!T)) = (a, i)} Pr{L2 = e- y I = y, S(t!r)) - (a,i)}.

We note that since user M, when active and backlogged, defers its transmission to all

other active backlogged users, it will transmit only when no other user is waiting to do

so. Therefore we can compute Pr{L1 = y S (te )) = (a, i)} from F(y - 1 - i, y - 1) where

F(m, s) is the recursive function given in equation (32), by considering only the M - 1

non-tagged users. Hence

Pr{Lj = y I S(t!r)) - ,)

= - 1)X). .-I1 -p((Y - l)X) M- (M - i)F(y - i - 1,y- 1)

(53)

where tYe term [p((y - 1)X)11a is the probability that user M is ready with a packet to

transmit at the beginning of transmission period y and the term [1 - p((y - 1)X)]M -Y is

the probability that none of the M - y other users generate any packets in the first y - 1

transmission periods in the round.

Obviously any user who transmits after user M has had its turn must have generated

its packet either during or after the transmission of user M. Thus by conditioning on the

number of users that become backlogged during this transmission period we can use the

same recursive function to compute Pr{L2 =L - y I L = y, S(te )) = (c, i)} as

Pr{L2 = 1 - y I = y, (t)) - (ai)} = [1 - p(( +- y + M -

1 (- Y)p(x)[I - p(X)]'--F(l - - m, -y)

(54)
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By substituting equations (53) and (54) into (52) we can compute O(ai)(1 , y) as

0 0 < V _< i, Va, i > 0
Y :-0, a 1, Vi

[1-p(tX)]M -(M-i- 1)F(l - i l) y = 0, a =0, i >

[1 pIX)M '1 l~)J~vM-i1)(M YF(y- i -1, Id-1)

[p((y - 1)x)l mJp(X)[l - p(X)'-Y-mF(l - y - m, I - Y)

Y > i, a + i =z4 0

(M-=o(~ 1 [1 - PCX) M °€, - t

M-' ( M - 1)p(X)i[1 - p(S)]M-i+ Y 1 -[1 -p(X)] M  Oo")tY

Vy, a = 0, i = 0

(55)

A recursive approach is also used to compute q. Note that, although €(L,,s)(', k) depends

on the length of the round and the transmission period in which the tagged user transmits,

it does not depend on which user is tagged. Consider a round of length L and the sth

transmission period in this round where 1 < s < L. Define the function g(x, m, s) as the

probability that out of s users who transmitted in the previous s transmission periods, m

of them, excluding the tagged user, generated new packets during these s transmissions

given that the tagged user transmitted in the xth transmission period in the round. Note

that for this function, s and z are measured from the beginning of the round.

For any s > 0 there are s dormant users and at most s - 1 of them cart have new

packets in their buffer since the user who has just completed its transmission could not have

generated a new packet instantaneously. If the tagged user has transmitted in transmission

period y where y < s then at most s - 2 of the non-tagged users could have new packets

in each of their single buffers. Hence g(x, m, s) must satisfy
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g(x,m,s)=0 if m > s, Vs or if m >8-1,s >x (56)

For s = 1 the number of dormant users who are backlogged must be zero with probability

one by the same argument. Thus

g(x, 0, ) = Vx. (57)

For s > 1 with m < s or m < s - 1, s > x, g(x, m, s) can be computed recursively in

terms of g(x, mI, s- 1) by considering the new arrivals to dormant users in the transmission

period s. We distinguish two cases: Either s < x in which case there are m - m' dormant

users out of a possible s - 1 - m' who generate new packets in transmission period s or

s > x, in which case there are m - m' dormant users out of a possible s - 2 - m' who

generate new packets in transmission period s. This gives

O S- _ )P(1)m -j[1 - p(1)]-mg(x, j, s - 1) S < x

9(, S) = jo M (58)

0(j)(, k) is now computed from g(x, m, s) and the probability of some arrivals during

the inter-round gap

M M-I-1 )[p(Y)]k-j+,[1-p(y)]M-k-,, Y 0
g(l + 1, j, 0) k-=

j=0

k(L,11)(, k) = [p((i - y)X + Y)]7 [1 - p((I - y)X + Y)]-, (59)
[yy( i )l ki 1 - p(y)] M -lk • $ 0• g(yl ill) k-JM

j=0

The elements of P can be computed directly from 0 and 0. From P we can calculate the

stationary distribution TI.
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In order to compute the distribution of delay for a packet from the tagged user we

consider an arbitrary arrival to the system from this user in a given cycle. This arrival can

be categorized into one of four types, each with a relatively simple distribution of delay.

The Laplace transform of the distribution of delay of a packet of type v, 1 < v < 4, which

is generated in round r where S(tT)) - (a,i), S(t' r 1 ) ) = (7 ,k), L = I and TPt = y, is

denoted by (,i)(,k) 1,y(s). This is derived for each packet type.

Packets of type 1 are those that are generated by the tagged user during the first

sub-cycle in a cycle where user 1 has not yet transmitted. Suppose that the tagged user

transmits in transmission period TPt. In the case where user 1 is the tagged user this

packet must have been generated in transmission period TPt - 1. In the case where user

M is the tagged user, this packet must have been generated at some time during the

previous TPt - 1 transmission periods. The distribution of delay of such a packet is given

by

= *(X, s)e - ' x  user 1 tagged

S * ((y -- 1)X, s)e - X  user M tagged (60)

Packets of type 2 are those that arrive during sub-cycle 2 (i.e., the inter-round gap).

The delay incurred by this packet consists of two parts. The first part is the delay incurred

until the beginning of the next cycle, the distribution of which is given by &*(Y, s); the

second part is the delay incurred in the next round while the tagged user waits for a turn

to transmit. The distribution of this delay, conditioned on S(ter+l)) - (1, k) is given by

conditioning on L and TPt in the (r + 1)"1 round, as

M it

1'=k+ 1 y'=- 1

Since the total delay of a packet of this type is the sum of two independent random

variables, the distribution of delay in the Laplace domain is given by the product of the
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distributions of each part. Hence

(2) 
M i'

=a)(7 k)Ly(s) Y, s) E E 0 (1,k)(I, yI)e-Y'8X (62)
'=k--1 y'=l

Note that for the case where user 1 is the tagged user, O(l,k)(l', Y') = 0 for y' $7 1 and so

equation (62) reduces to d (2) -- ,()/,k-

Packets of type 3 are the packets that are generated when the tagged user is dormant,

that is, after the tagged user has already transmitted in the current round. Given that

the packet is generated in round r then the delay incurred in this round, conditioned on

L -- l and TPt = y has a distribution given by F*((1 - y)X + Y, s) and the delay incurred

in round (r + 1) conditioned on n,(t .T 1 -- k has a distribution given by the expression in

(61). Hence the distribution of delay for a packet of type 3, given by the product of these

distributions, is

d*(3 ) -M '

= *((l - y)X + Y, S) , L O,k(l',yt)e1J'8X. (63)
l'rk+l y=1

Packets of type 4 distinguish the special case where the system is idle at the beginning

of the round. Packets of this type are those that are generated by the tagged user in a

round where S(t r)) = (0,0) and are transmitted in the first sub-cycle of this cycle. In the

case where user 1 is the tagged user, this packet will be transmitted in the slot immediately

following the one in which it was generated and therefore is indistinguishable from a packet

of type 1; however, in the case where user M is tagged, the distribution of delay of this

packet must take into account the idle slot immediately preceeding the first transmission

of the round, in which the packet could have been generated. The distribution of delay of

a packet of type 4 is

*(4) {* (X,s)e-X user 1 tagged
(ni)(u',k' (*(yX, s)e - ' user M tagged (64)
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Let denote the probability that an arbitrary arrival from the tagged user

is in a cycle with S(teT)) = (a,i), S(t!T+I)) - (',k), L = 1, TPt = y and is of type v.

is also the fraction of packets which are of type v and arrive in such a round.

We now show how to derive and then use this to compute the distribution of delay for

a packet from the tagged user by removing the conditions on the expressions given in

equations (60) through (64) for the distribution of delay.

To compute i),( ,k),1,y we first derive Pr{S(t"r)) = (a,i), S(t r +l)) = (y, k), L

1, TPt = y} as follows

Pr{S(tr)) = (a, i), S(t(r+l)) - (',k), L = 1, TPt = y}

- Pr{S(tr)) = (a, i)} Pr{S(t(+l)) =- (y, k), L= 1, TPt = y S(t(r)) - (a,i)}

= Pr{S(t')) =(a, i)}Pr{L= 1, TPt = y S(t'}) = (ai)}

. Pr{S(t! 1 )) = ('y, k) L = 1, TPt = y}
7r , k)

(65)

In an arbitrary cycle, a packet of type v, 1 < v < 4 is generated by the tagged user if and

only if this cycle meets certain conditions. A packet of type one is generated if 6(ter)) -

0, n(tYr}) > 0 and TPt > 0. A packet of type 2 is generated if 6(t(r)) - 0, ne(t( )) >

0, b (tr +l)) - 1 and TPt = 0. A packet of type 3 is generated if TPt > 0 and 6(t(r+l))

1. A packet of type 4 is generated if S(ter)) = (0, 0) and TPt > 0. For any other conditions

no packets arc generated by the tagged user. Consider now a large number of cycles with

S(t!) )  (c, i), S(t?+' ) - (y, k), L = 1, TPt = y. Suppose that there are Z such cycles.

In the limit as Z-*oo, the number of packets of type v is given by Z times the probability

that the tagged user generates a packet of type v in a cycle. This probability is given by
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uer(o,j(o,j(1 , y)O(Iy)( k) v = I, i > O,y > 0Pr{Tagged user

7r(Oi)O(O,i)(, 0)0(1,o)(1, k) v = 2, i > 0
generates a packet of type v} = r(,o,(, yJ)O(I,y)C1, k) v = 3,yv > o,

1r(o,o)0(o,o) (1, Y)o(,v)(-I, k) v = 4, y > 0

(66)

The probability that an arbitrary arrival is of type v is given by the ratio of the number

of packets generated by the tagged user which are of type v divided by the total number

of packets generated by the tagged user. Hence is given by

K7r(o,i)O(O,i)(1, Y)0(1,) (-y, k) v = 1, a = O,i > O,y > 0

K7r(o,i)9(o,i)(1, 0)0(Lo)(1, k) v = 2, a = 0, -y 1, i > 0, y = 0

K~ryat) (ai) (l y)4(jy)(1, k) v = 3, y > 0, 1- 1 (67)

Kr(o,oO(o,o)(1, Y)P(,y)(-y, k) v = 4, a = 0, i = 0, y > 0

0 otherwise

where K is a constant such that

4 1 M-1 1 M-1 (68)
v-1 a-0 i=O -Y-O k=O l-max(l,a+i) y=O

From and the equations for the delay given in (60) through (64), it is straight forward

to compute the Laplace transform of the distribution of delay for a packet generated by

the tagged user. Denoting this distribution by D*(s) we get

4 1 M-1 1 M-1 M I
D =(s) -- E E E E E E E (69)

v=1 a=O i=O Y=O k=O I=a+i y=O

By successive differentiation of (69) and letting s = 0, one can compute the moments of

delay to any order.

5. Numerical Results

We discuss in this section numerical results showing the performance of Express-net
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show Express-net operating under the NU3 liscipline ana rasneL operating unaer Tne

GSS and MUFS disciplines, we also present some representative figures showing Express-

net operating under GSS and Fasnet operating under NGSS. Recall that only Fasnet can

support the MUFS service discipline. Let a A r/T. The unit of time is taken to be the

transmission time of a packet (i.e., T = 1). In both Express-net and Fasnet we neglect

the inter-packet overhead t. since this is assumed to be small compared to the length

of the packet. The inter-round overhead Y is then taken to be 2a for Express-net and

[2a] + 1 for Fasnet. The performance of these networks for various values of a and M is

presented in terms of the throughput as a function of the generation rate of packets, the

maximum channel utilization referred to as the network capacity, and the throughput-delay

trade-off. These results show that all three service disciplines exhibit similar performance

characteristics. This is to be expected since they are merely variations of a basic round

robin algorithm. However there are interesting differences which we will highlight in the

discussion. All numerical results are obtained from analysis with the exception of MUFS

when Y > 1 in which case simulation is used. The reason is that, as pointed out in section

4, the analysis for MUFS gives pessimistic results when Y > 1. In most of the results

shown below, the preamble in Express-net has been assumed to be negligible except for

certain figures where its effect is explicitly shown.

In Figs. 6, 7 and 8 we show the behavior of the throughput S as a function of the

aggregate generation rate MX for a = 1.0 and 10, and M = 20, 30 and 50, for NGSS

in Express-net, and GSS and MUFS in Fasnet. MX is the rate at which packets would

be presented to the system if all users were in the idle state. The curves show that S

increases steadily as MX increases from zero until some finite value of MX (in the vicinity

of one), and remains practically constant as MX increases further. This shows that the

system remains stable as the load increases to infinity. (Contrast this to CSMA-CD where

stability can only be achieved by using some form of dynamic control or a long rescheduling
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Fig. 6 Channel throughput as a function of the generation rate MXT for NGSS operating
in Express-net.
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Fig. 7 Channel throughput as a function of the generation rate MXT for GSS operating
in Fasnet.
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Fig. 8 Channel throughput as a function of the generation rate MXT for MUFS operating
in Fasnet. The curv~es for a = 10 were obtained by simulation.
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obtained by simulation,) exhibit a slight hump before S levels off to its constant value.

This occurs since, at the generation rate corresponding to the hump in S, all users are on

the average transmitting in every round, but some users happen to generate and transmit

their packets during the inter-round overhead; this results in a lower effective overhead

and hence higher throughput than expected. As mentioned in Section 2, it is possible

to operate Express-net under the GSS discipline and Fasnet under the NGSS discipline.

In order to show the effect of the service discipline on the channel throughput, we

plot in Fig. 9 for Express-net and in Fig. 10 for Fasnet S vs. MX for each of these two

service disciplines. Note how, as a result of gating (i.e., the delaying of packets until the

round following the one in which they were generated), the throughput achieved by GSS

is always less than or equal to that achieved by NGSS.

In Fig. 11 we show on a single sheet for comparison purposes, S vs. MX for the three

service disciplines. As the network reaches saturation, S approaches a finite value, given

by M independent of the service discipline, which we call the network capacity.

For NGSS and GSS the network capacity represents the maximum channel utilization. For

MUFS, the maximum channel utilization is slightly higher than the network capacity for

the reasons discussed above. The difference between the network capacity for NGSS and

that for GSS and MUFS seen in Fig. 11 is a result of the different values of Y in Express-net

and Fasnet for the same value of a (2a and [2a1 + 1 respectively); recall that the preamble

tP is assumed here to be zero. In Fig. 12 we plot for Express-net and Fasnet the network

capacity versus a for various values of M. Unlike CSMA-CD (see Fig. 1), a high utilization

can still be achieved for large a when M is large. If M is not sufficiently large then one

can alter the access protocol to allow each user to transmit more than one packet in a

round thereby achieving a high utilization as for large M. Due to the fixed slot size in

Fasnet, the inter-round overhead does not decrease below two slots even as a becomes very

small; hence the poor channel utilization in the case of Fasnet for small a when M = 1.
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Fig. 9 Channel throughput as a function of the generation rate MXT showing the differ-

ence between NOSS and GSS operating in Express-net.
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Fig. 10 Channel throughput as a function of the generation rate MXT showing the dif-
ference between NGSS and GSS operating in Fasnet.
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Fig. 11 Channel throughput as a function of the generation rate MXT comparing NGSS
in Express-net, GSS in Fasnet and MUFS in Fasnet. The curves showing MUFS
with a = 10 were obtained by simulation.
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Fig. i2 Network capacity versus a for Express-net and Fasnet.
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In Express-net there is no slotting of the time axis and so as a--0 the overhead becomes

zero and the maximum channel utilization goes to 1. The effect of a non-zero preamble

on the network capacity for Express-net can be seen in Fig. 13 where some representative

curves are plotted. A preamble which is on the same order of magnitude as the packet

transmission time will cause a significant degradation in the capacity.

The relationship between S and average delay D normalized to T for a - 0.1, 1.0

and 10, and M = 20, 30 and 50 is shown in Fig. 14 for NGSS in Express-net, Fig. 15

for GSS in Fasnet, and in Fig. 16 for MUFS in Fasnet. We see that, for a given S, D

is fairly insensitive to M as long as M is large enough so that this value of S can be

achieved. We also see that the normalized average delay increases as a gets larger. However

if a (= rW/B) has become larger because the channel bandwidth W has increased or the

packet size B has decreased, meaning that T (= B/W) has decreased, then the actual delay

is smaller than that obtained with small a; the packet transmission time has decreased

thus reducing the size of a slot and the length of a round.* On the other hand, if a

has become larger because the size of the network has increased, meaning that T has not

changed, then the actual delay will have increased as represented by the normalized delay.

Although the performance trends for all three disciplines are similar, the results do show

some differences. These are highlighted in Figs. 17 and 18. We plot on a single sheet the

throughput-delay trade-off for each of the three disciplines for a = 0.1 in Fig. 17, and for

a = 1.0 and 10 in Fig. 18. In particular one should note that, for large a (a = 10), MUFS

achieves substantially lower delay than the other two schemes as long as the throughput is

not close to saturation. This is due to the fact that in MUFS, having generated a packet,

a non-dormant user transmits this packet in the next available slot regardless of when the

*This can be exemplific d with a special ca.ie. Consider a saturate,d systern (X-,o) with NI users and inter-

round overhead Y. Suppose that, for a given bandwidth, ,he transinission time is 7'. The omerhead t0 + t, is
assuned to be negligible. In this case the actual delay is ) =A T+ Y and the normalized delay (D/T)=
M + Y/T. Supuose now that the bandwidth of the system is increased rneaning that a increases and T
decreases. Let this new value of the transmission time bc 7, where '" < 7'. In t his cas' the normaliz. ed

packet deL. (I/T') is given by (/Y/T') = Al - Y/T' > (/)/T); i.e., the normalized delay has increased.
The actual delay, however, is D' = MT' + Y < D); i.c., the actual delay has decreased.
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Fig. 14 Average delay normalized by the packet transmission time T versus the channel
throughput for NGSS in Express-net.
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Fig. 15 Average delay normalized by the packet transmission time T versus the channel
throughput for GSS in Fasnet.
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Fig. 16 Average delay normalized by the packet transmission time T versus the channel
throughput for MUFS in Fasnet.
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Fig. 17 Average delay normalized by the packet transmission time T versus the channel
throughput with a = 0.1, comparing NGSS, GSS, MUFS and CSMIA-CD.
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Fig. 18 Average delay normalized by the packet transmission time T versus the channel
throughput with a = 1.0 and 10 comparing NGSS, GSS and MUFS. The curves
for MUFS with a = 10 were obtained by simulation. All the other curves were
obtained from the analysis.
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start of cycle appears. In particular, at S = 0, D will be equal to 1.5T since a user can

transmit its packet in the slot immediately following the one in which it was generated,

instead of incurring on the average a delay of aT while waiting for the SOC as in GSS, or

the locomotive as in NGSS. [If a is made large because W is increased then T decreases

and so, in absolute terms, the delay aT remains constant and equal to r.] Also in Fig.

17 is plotted the relationship between S and D for CSMA-CD.* As with Express-net, we

assume that the preamble for CSMA-CD is negligible. This figure shows how favorably

the delay performance of the round robin schemes compares to that of CSMA-CD. No

throughput-delay curves are plotted for CSMA in Fig. 18 since for a = 1.0 and 10 this

access scheme achieves a very small network capacity.

Operating Express-net in GSS mode results in a throughput-delay trade-off similar to

that of GSS in Fasnet. However, for GSS in Express-net, there is a small improvement in

the throughput-delay characteristics as compared to GSS in Fasnet, since, in Express-net,

the inter-round overhead is smaller than that of Fasnet for a given a. We show in Fig. 19

the average packet delay as a function of the throughput for both Express-net and Fasnet

operating under the GSS discipline. On the other hand, one may operate Fasnet under

the NGSS discipline and achieve a throughput-delay trade-off similar to that shown in Fig.

14 for NGSS in Express-net. In this case however, there is a slight degradation in the

throughput-delay characteristics as compared with NGSS in Express-net as shown in Fig.

20 where we plot the average packet delay as a function of the channel throughput for

both Express-net and Fasnet operating under the NGSS discipline.

The average packet delay (normalized to T) versus S for NGSS in Express-net, in the

case where the preamble is not negligible, is plotted in Fig. 21 for a = 1 and 10 and

M = 50. As expected, the delay for a given S increases as the length of the preamble

increases.

*The CSMA-CD scheme considered here is the slotted non-persistent version analysed in [2].
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Fig. 19 Average delay normalized by the packet transmission time T versus the channel
throughput for GSS in Express-net as compared to GSS in Fasnet.
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Fig. 20 Average delay normalized by the packet transmission time T versus the channel
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NGSS in Express-net.
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The results presented above were obtained from the mean value analysis and represent

the average performance over all users. For Express-net with the NGSS discipline, service

is offered to each user when it sees the EOT (either on the outbound or inbound channel).

Therefore the EOT can be viewed as an implicit token passed from each user to the next

in sequence. Due to the symmetry of this organization, the system is fair and all users

achieve the same performance. In GSS and MUFS on the other hand, the synchronizing

event is the beginning of a slot which always sweeps the channel from the most upstream

user to the most downstream user. As will be seen in the results discussed below, this mode

of operation favors the upstream users by giving channel access to the most upstream of

all the users contending for a gi-ven slot. In the distribution of delay analysis of GSS and

MUFS we derived the performance achieved by each user. This enables us to determine

the extent to which this performance is affected by the user's location on the network.

First we consider GSS. In Figs. 22, 23 and 24 we show M times the throughput achieved

by the most upstream user and the most downstream user as a function of MX, for various

values of M and a. We refer to these two users as user 1 and user M respectively. The

curves show that initially, S increases as MX increases from zero. At low loads there

are long idle periods between packet generations, rounds are short, and the throughput

achieved by each user is not sensitive to its position on the network. As the network

capacity is approached, we see that user 1 achieves a significantly higher throughput than

user M. This occurs since in any given round, user 1, having transmitted its packet at

the beginning of the round, has the remainder of that round in which to generate a new

packet before the next SOC. User M on the other hand, having transmitted at the end

of the round, has only the inter-round overhead period before the next SOC in which to

generate its new packet and thus is less likely to be ready at the beginning of the next

cycle. As M increases the difference in S between these two users increases. For large

values of a this difference is not as pronounced as for small a due to the fact that the

inter-round overhead becomes the douiinant factor affecting the performance results and
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Fig. 22 Throughput multiplied by M versus the generation rate MXT for GSS in Fasnet
as achieved by the most upstream user and the most downstream user for a-
0.1.
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Fig. 23 Throughput multiplied by M versus the generation rate MXT for GSS in Fasnet
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Fig. 24 Throughput multiplied by M versus the generation rate MXT for GSS in Fasnet
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its effect is the same on all users. Finally, as MX--oo, user M will generate a new packet

during the inter-round gap with probability 1 assuming that a > 0; hence user 1 and user

M will achieve the same throughput which is given by the network capacity divided by

M. In the limiting case where a = 0, user M, having transmitted at the end of a given

round, will be ready at the beginning of the next round with probability 0; in particular,

at X co, user M will transmit once in every two rounds and achieve a throughput of

only half that achieved by the other users. The throughput achieved by any of the other

users lies within the bounds of user 1 and user M. In fact, any given user will achieve

a throughput which is greater than any user downstream from it and less than any user

upstream from it. The throughput times M for each user in a network with a = 1.0 and

M = 10 is shown in Fig. 25. Recall that each user has only a single buffer. If, however,

a multiple packet buffer is provided then a user could generate additional packets for

transmission before transmitting the one at the front of the queue. This would reduce the

extent of the unfairness suffered by those users on the downstream side of the network. In

the limiting case where each user had an infinite buffer, all of the users would achieve the

same throughput assuming that they were all generating packets at the same rate.

For the MUFS discipline, the throughput is plotted as a function of MX for various

values of a and M in Figs. 26, 27 and 28, and exhibits the same characteristics as for GSS.

Note that for MUFS there is not as much of a discrepancy in the service achieved by the

individual users.

It is important to point out that for Fasnet, there are two separate channels on which

users can transmit data. In the analysis we consider only one of these and, in addition,

we assume that all users are generating packets for this channel at the same rate. In

actual fact the downstream users on a given channel will most probably require a lower

throughput on this channel than the upstream ones since they will be transmitting mostly

on the other channel. In fact, the most downstream user on a given channel will not
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Fig. 25 Throughput multiplied by M versus the generation rate MXT for GSS in Fasnet
with a = 1 and M = 10 as achieved by each user on the network.
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transmit any packets on that channel since there is nobody further downstream to receive

it.

The difference in average delay between the most upstream and the most downstream

users in Fasnet is shown for GSS in Fig. 29, and for MUFS in Fig. 30. Since in a given round

user 1 is serviced before user M, it achieves a lower delay for a given S. It is interesting

to note that in GSS the delay of user 1 is bounded from above by the maximum length

of a cycle which is MT + Y. For user M the delay is bounded by twice the maximum

length of a round plus an inter-round overhead period, that is 2MT + Y, even though

at saturation (X-*oo) the delay will be MT + Y. In MUFS and also NGSS the delay

of a packet from any user is always bounded by MT + Y. If Express-net were to be

operated under the GSS discipline then, in this system too, the average delay achieved by

any user would be dependent on that users location on the network. There would however

be a slight improvement in the overall throughput-delay characteristics as compared to

the throughput-delay characteristics achieved in Fasnet under GSS, due to the smaller

inter-round overhead for a given a in Express-net. In Fig. 31 we plot the throughput-delay

trade-off as achieved by user 1 and user M in both Express-net and Fasnet operating under

the GSS discipline, which shows the similarity of their characteristics.

Finally, we examine the variance of delay. The relationship between the variance and

the throughput for each of the three service disciplines is shown in Figs. 32, 33, and 34 for

a = 1.0 and 10 and for various values of M. For GSS and MUFS we show the variance

of delay versus S as achieved by user 1 and user M. Since for NGSS all users achieve the

same performance, we show the variance versus S as achieved by any user on the network.

For S = 0 the variance is non-zero due to the randomness between the time of arrival of a

packet and the time at which the user may transmit this packet. Depending on the service

discipline, the time at which a user may transmit may be after the ncxt locomotive or after

the next SOC in the case of NGSS or GSS, or at the beginning of the next slot in the case
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Fig. 33 Variance of delay versus throughput for GSS in Fasnet. The variance as :chieved
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Fig. 37 Coefficient of variation of delay versus throughput for MUFS in Fasnet with
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downstream user is shown for each of the values of M.

78



of MUFS. This implies that, for large a, the variance for MUFS at low S is lower than for

GSS and for NGSS since the randomness in the packet delay in this case is associated with

the time of arrival taking place within a slot which is shorter than the period separating

two consecutive locomotives or SOCs. As X-*oo, the variance drops to zero since at each

user, a new packet is generated as soon as the previous one is transmitted, all rounds are

of full length and the packet delay is deterministic and equal to MX + Y. It is interesting

to note that the variance incurred is highest for S close to the network capacity while the

variance is zero at the network capacity. The coefficient of variation of delay as a function

of the throughput in shown for each of the three service disciplines in Figs. 35, 36, and

37 for a = 1.0 and various values of M. We noted that, for all the cases examined, the

coefficient of variation for GSS and NGSS is always less than one while for MUFS it may

be greater than 1.

6. Conclusion

In this report we investigated the performance of two Unidirectional Broadcast Systems

that have been presented in the literature; Express-net and Fasnet. Two versions of

the access protocol have been presented for Fasnet. From these two protocols and the

one for Express-net, three service disciplines were identified which we called 'on Gated

Sequential Service (Express-net), Gated Sequential Service (Fasnet) and Most Upstream

First Service (Fasnet). In addition we noted that, with a simple change in their respective

access protocols, Express-net could be operated in GSS mode and Fasnet could be operated

in NGSS mode. However only Fasnet could support MUFS.

From the analyses of these service disciplines numerical results were computed. We

showed that these systems, unlike random access techniques, can achieve a channel utiliza-

tion close to 100 percent even when the channel bandwidth is high or the pr, pagation delay
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of the signal over the network is large. In addition, the network remains stable as the load

increases to infinity without the need for any dynamic control of the access protocol. The

throughput delay characteristics are excellent and the maximum delay is bounded from

above by a finite value which is easily computed. As the throughput approaches the net-

work capacity the variance of delay reaches a peak and then drops to zero. At network

capacity the system becomes deterministic with all users transmitting in every round.

Finally, we noted that all three service disciplines exhibit similar performance charac-

teristics. However, in GSS and MUFS there is an element of unfairness which favors some

users over others depending on their location on the network, while for NGSS the access

protocol is completely fair with all users achieving the same performance.
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